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I. INTRODUCTION

Computer simulations that take into account all the microscopic forces, i.e., fully atomistic simulations, will in principle provide accurate descriptions of complex systems, such as soft materials or bimolecular systems. However, they are strongly limited by the computational resources available that usually do not allow mesoscopically and macroscopically relevant size and time scales to be reached. Coarse-graining (CG) of these complex systems is a fundamental problem of modern statistical mechanics for which a general solution has not been found yet. Common to all CG methods is that the groups of atoms are clustered into new CG beads. Consequently, interactions between single atoms are replaced by effective interactions between the CG beads. Reduction of molecular scale information during the CG process results in lower resolution models of the systems of interest. Since in any CG procedure some details of the underlying atomistic system are lost, it is crucial to answer the following key questions: How to integrate out microscopic degrees of freedom to derive optimal effective interactions acting on mesoscopic scales? What are the inherent limitations of the CG methods?

In the majority of papers connected with CG, the authors have concentrated on the reproduction of a particular equilibrium property of the atomistic system (e.g., pair correlation function, average density, etc.) at the CG level. An empirical CG potential with fitting parameters has been commonly used to integrate out microscopic degrees of freedom that are not of direct interest. All these CG schemes are somewhat ad hoc; they have the advantage of being computationally inexpensive and are straightforward to implement. However, the range of their applicability and accuracy is usually limited to the adjusted equilibrium properties and thermodynamic conditions. Because there is no rigorous basis for this class of CG methods, they must be used with care.

To the best of our knowledge, the force matching CG methods are the most rigorous and promising present-day approaches. They employ a variational principle to determine an interaction potential for a CG model from simulations of an atomically detailed model of the same system. It reproduces in the most optimal way the force, defined by the strict N-body potential of mean force.
potentials coming from the force matching do not reproduce accurately the pair correlation functions.

On the other hand, the CG potential computed from the pair potential of mean force is optimized in order to predict the correct structure in CG simulations (more precisely, exact-pair distribution functions). At the same time, the exact and CG average energies per bead and their fluctuations are different (see the inverse Monte Carlo method). In our previous study, we have developed a new methodology to improve the CG potential computed directly from the pair potential of mean force. We showed that simple linear rescaling of the CG potential computed directly from orientation-averaged atomistic forces has a significant impact on various equilibrium properties measured at the CG level. In the current study, we present a definition of an optimal CG potential that balances the reproduction of an average potential energy per bead and density in the CG simulations. We discuss our simulation results with special attention to the role of short-range directional interactions in the CG of studied fluids. As we will show next, these short-range directional interactions are responsible for inherent limitations of CG methods.

II. THEORY

II.1. Coarse-Graining. Details of our CG method are given elsewhere. Here, we present only a brief summary. Similarly to other studies, we compute a pair potential of the orientation-averaged force between two molecules (say, A and B) in fully atomistic simulation. More precisely, the force between the two molecules is averaged over their orientations and over positions and orientations of the remaining molecules in the NPT ensemble. Then, the trial effective potential is given by

$$\Psi(r) = \int_{r_{\text{min}}}^{r_{\text{cut}}} f(\xi) d\xi \quad \text{for} \quad r \leq r_{\text{cut}}$$

where $r$ is the distance between the centers of mass of the molecules A and B, $r_{\text{cut}}$ is the cutoff distance used for calculation of intermolecular potentials in atomistic fluid, and $r_{\text{min}}$ is the shortest distance between the molecules. $f = \|f\|$ is the magnitude of the average force $f$ between the molecules A and B when the separation between their centers of mass is $\xi$, and $f$ is given by

$$f(\xi) = -\left( \sum_{i \in \text{A}} \sum_{j \in \text{B}} \nabla u_i(r_{ij}^{AB}) \right) \xi$$

where $\langle \ldots \rangle_{\xi}$ denotes the conditional ensemble average, with fixed separation $\xi$ between the centers of mass of the molecules A and B, $r_{ij}^{AB} = \|r_i - r_j\|$ is the distance between the $i$th atom in the molecule A and the $j$th atom in the molecule B, and $u_i(x)$ denotes the distance dependent site-site intermolecular potential expressed by (12,6) Lennard-Jones or Coulombic potential (see Kowalczyk et al. for more details). The function $f(\xi)$ corresponds to the net force between two molecules when their centers are separated by the distance $\xi$. The average force given by eq 2 is simply collected in atomistic simulation. For this purpose, the distance $0 \leq r \leq r_{\text{cut}}$ is divided into bins with a width of 0.02 Å. After an initial equilibration of the atomistic fluid, the equilibrium configurations are swapped with regular frequency. In these configurations, each pair of molecules separated by the distance $\xi$ was used for the accumulation of the average force between the beads given by eq 2. The trial spherically symmetric potential between the beads is computed from eq 1 by numerical integration. Previously, we found that the trial effective CG potential computed from eq 1 is characterized by correct asymptotic properties and reproduces the pair distribution function reasonably well, as expected by construction of this effective potential (Kowalczyk et al. for more details). However, it underestimates the average potential energy and its fluctuations for all studied fluids measured in CG simulations. This is because the distribution function for positions of the centers of mass is obtained by integrating the Boltzmann factor over orientational degrees of freedom, while the average energy is obtained by integrating over orientational degrees of freedom the Boltzmann factor times energy (see Kowalczyk et al. for more details).

In our previous paper, we showed that equilibrium properties of CG fluid can be adjusted by introduction of factor $C$

$$U_C(r) = C \cdot \Psi(r)$$

The unknown factor $C$ was found from the solution of the following variational functional

$$\min \left[ \langle U_C \rangle - \langle U_\xi \rangle \right]^2 \right]$$

where $\langle U_C \rangle$ and $\langle U_\xi \rangle$ are the average potential energy per bead computed from the atomistic and CG molecular simulation, respectively. For an unspecified shape of the effective potential $U_C(r)$, the result of the procedure given by eq 4 is not unique, but with the assumption given by eq 3, the unknown factor $C$ can be determined in a unique way.

As we showed previously, for aprotic CG liquids, eq 4 significantly improved the description of atomistic fluids at the CG level. In contrast, for protic CG liquids, we found that adjustment of the average potential energy per bead in CG simulations significantly overpredicted correlation functions measured at the atomistic level. For instance, the CG water looks like ice. The difference between protic and aprotic liquids results from the action of short-range directional interactions. To improve the CG description of various fluids, we reconsider and modify the variational functional given by eq 4.

Let us consider the fundamental properties of liquids. The local structure in liquid is described by the radial distribution function. The local structure depends on density, because the latter depends on the average separation between the nearest neighbors, which is given by the positions of the first peak of the radial distribution function (RDF). The smaller this separation, the larger the density is. The density depends also on the average number of particles in the first shell around the test particle, which in turn determines the height of the first peak of the radial distribution function. One should remember, however, that for dense gases two systems may have the same RDF but different densities and different coordination numbers, because the RDF is normalized by densities. For optimization of the CG procedure, we suggest to consider the quantity which is a function of the factor $C$

$$\Omega(C) = w \left( \frac{\langle U_C(C) \rangle - \langle U_\xi \rangle}{\langle U_C(C) \rangle - \langle U_\xi \rangle} \right)^2 + (1 - w) \left( \frac{\langle \rho_C(C) \rangle - \langle \rho_\xi \rangle}{\langle \rho_C(C) \rangle - \langle \rho_\xi \rangle} \right)^2$$

where the weight is $w \in [0,1]$. In eq 5, $\langle U_C(C) \rangle$ and $\langle \rho_C(C) \rangle$ are the average potential energy per bead and density measured at the CG level for selected values of $C$ in eq 3, respectively, $\langle U_\xi \rangle$ and $\langle \rho_\xi \rangle$ are the average potential energy per bead and density measured in
Table 1. Comparison of the Thermodynamic Properties of the Studied Fluids Computed from the N,P,T CG and Atomistic Simulations\(^a\)

<table>
<thead>
<tr>
<th>molecule</th>
<th>parameter</th>
<th>atomistic simulation</th>
<th>CG (density) simulation</th>
<th>CG (op) simulation</th>
<th>CG (energy) simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>acetone</td>
<td>(E_{\text{pot}}) (kcal/mol)</td>
<td>-6.15</td>
<td>-3.52</td>
<td>-4.83</td>
<td>-6.14</td>
</tr>
<tr>
<td></td>
<td>(\Delta H_{\text{c}}) (kcal/mol)</td>
<td>6.74</td>
<td>4.17</td>
<td>5.42</td>
<td>6.73</td>
</tr>
<tr>
<td></td>
<td>(C_p) (cal/(mol K))</td>
<td>19.0</td>
<td>10.57</td>
<td>10.58</td>
<td>10.46</td>
</tr>
<tr>
<td></td>
<td>(\rho) (g/cm(^3))</td>
<td>0.7</td>
<td>0.7</td>
<td>0.75</td>
<td>0.78</td>
</tr>
<tr>
<td>benzene</td>
<td>(E_{\text{pot}}) (kcal/mol)</td>
<td>-6.8</td>
<td>-5.21</td>
<td>-6.07</td>
<td>-6.93</td>
</tr>
<tr>
<td></td>
<td>(\Delta H_{\text{c}}) (kcal/mol)</td>
<td>7.39</td>
<td>5.81</td>
<td>6.66</td>
<td>7.52</td>
</tr>
<tr>
<td></td>
<td>(C_p) (cal/(mol K))</td>
<td>16.26</td>
<td>10.92</td>
<td>11.47</td>
<td>11.32</td>
</tr>
<tr>
<td></td>
<td>(\rho) (g/cm(^3))</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
<td>0.87</td>
</tr>
<tr>
<td>carbon dioxide</td>
<td>(E_{\text{pot}}) (kcal/mol)</td>
<td>-2.32</td>
<td>-1.74</td>
<td>-2.03</td>
<td>-2.31</td>
</tr>
<tr>
<td></td>
<td>(\Delta H_{\text{c}}) (kcal/mol)</td>
<td>2.91</td>
<td>2.33</td>
<td>2.63</td>
<td>2.91</td>
</tr>
<tr>
<td></td>
<td>(C_p) (cal/(mol K))</td>
<td>26.8</td>
<td>14.9</td>
<td>14.1</td>
<td>12.9</td>
</tr>
<tr>
<td></td>
<td>(\rho) (g/cm(^3))</td>
<td>0.85</td>
<td>0.85</td>
<td>0.92</td>
<td>0.97</td>
</tr>
<tr>
<td>hydrogen</td>
<td>(E_{\text{pot}}) (kcal/mol)</td>
<td>-0.027</td>
<td>-0.038</td>
<td>-0.032</td>
<td>-0.027</td>
</tr>
<tr>
<td></td>
<td>(\Delta H_{\text{c}}) (kcal/mol)</td>
<td>0.62</td>
<td>0.63</td>
<td>0.62</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>(C_p) (cal/(mol K))</td>
<td>8.18</td>
<td>6.07</td>
<td>6.08</td>
<td>6.09</td>
</tr>
<tr>
<td></td>
<td>(\rho) (g/cm(^3))</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
</tr>
<tr>
<td>toluene</td>
<td>(E_{\text{pot}}) (kcal/mol)</td>
<td>-7.72</td>
<td>-2.65</td>
<td>-5.15</td>
<td>-7.74</td>
</tr>
<tr>
<td></td>
<td>(\Delta H_{\text{c}}) (kcal/mol)</td>
<td>8.31</td>
<td>3.24</td>
<td>5.74</td>
<td>8.34</td>
</tr>
<tr>
<td></td>
<td>(C_p) (cal/(mol K))</td>
<td>18.6</td>
<td>7.99</td>
<td>8.66</td>
<td>9.38</td>
</tr>
<tr>
<td></td>
<td>(\rho) (g/cm(^3))</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>acetamide</td>
<td>(E_{\text{pot}}) (kcal/mol)</td>
<td>-9.76</td>
<td>-3.48</td>
<td>-6.15</td>
<td>-9.83</td>
</tr>
<tr>
<td></td>
<td>(\Delta H_{\text{c}}) (kcal/mol)</td>
<td>10.36</td>
<td>4.07</td>
<td>6.74</td>
<td>10.42</td>
</tr>
<tr>
<td></td>
<td>(C_p) (cal/(mol K))</td>
<td>23.04</td>
<td>11.4</td>
<td>11.38</td>
<td>11.93</td>
</tr>
<tr>
<td></td>
<td>(\rho) (g/cm(^3))</td>
<td>0.93</td>
<td>0.93</td>
<td>1.05</td>
<td>1.13</td>
</tr>
<tr>
<td>methanol</td>
<td>(E_{\text{pot}}) (kcal/mol)</td>
<td>-8.05</td>
<td>-2.46</td>
<td>-4.81</td>
<td>-7.98</td>
</tr>
<tr>
<td></td>
<td>(\Delta H_{\text{c}}) (kcal/mol)</td>
<td>8.64</td>
<td>3.05</td>
<td>5.4</td>
<td>8.57</td>
</tr>
<tr>
<td></td>
<td>(C_p) (cal/(mol K))</td>
<td>16.7</td>
<td>11.74</td>
<td>9.91</td>
<td>9.78</td>
</tr>
<tr>
<td></td>
<td>(\rho) (g/cm(^3))</td>
<td>0.8</td>
<td>0.8</td>
<td>0.99</td>
<td>1.1</td>
</tr>
</tbody>
</table>

\(^a\) Three CG potentials were studied: CG(density) - CG potential optimized for average density, CG(op) - optimal CG potential computed from eq 5 for \(w = 0.5\), and CG(energy) - CG potential optimized for average potential energy per bead. Abbreviations: \(E_{\text{pot}}\) - potential energy per bead, \(\Delta H_{\text{c}}\) - heat of vaporization, \(C_p\) - isobaric heat capacity, and \(\rho\) - density.

The interfacial properties of liquid–vapor coexistence for benzene were computed directly from CG and atomistic simulations. The slab of liquid benzene consisting of 800 atomistic molecules (or beads at CG level) equilibrated at 298 K by the ensemble by the Monte Carlo method, with fluctuation of the interface position resulting from fluctuating \(N\) are suppressed. For this reason, we choose the \(N,V,T\) ensemble. All studied systems were equilibrated for \(10^6\) steps in the \(N,V,T\) ensemble by the Monte Carlo method, with \(N\) chosen such that the interface is created in the system.
may affect energy and local density through the whole simulated volume, and the properties of the interface in the \(N, P, T\) ensemble can be different. Density profiles and pressure tensor components were collected in a production run consisting of an additional \(10^8\) steps. The surface tension was computed from the Irving–Kirkwood mechanical definition:\(^{37,38}\)

\[
\gamma = \frac{1}{2} \int_{L_z/2}^{L_z/2} dz [p_N(z) - p_T(z)]
\]

where \(p_N(z) \equiv p_{sw}(z)\) and \(p_T(z) \equiv (1/2)[p_{sw}(z) + p_g(z)]\) are the normal and tangential components of the pressure with respect to the planar interface, respectively. Notice that \(p_N(z)\) and \(p_T(z)\) are the same in the bulk phase because the structure is isotropic in any direction, and they are different from each other only near the interface because the structure can be very anisotropic. The components of the pressure tensor in eq 6 were calculated for each thin slab (i.e., \(L_x = L_y = 38\) Å, \(\Delta z = 0.2\) Å) of the simulation box during the Monte Carlo simulation as a canonical average by the Irving–Kirkwood mechanical definition:\(^{39,40}\)

\[
p_{ajb}(z) = \langle \rho(z) \rangle k_B T I
+ \frac{1}{A_N} \left( \sum_{i=1}^{N} \sum_{j>i}^{N} (r_{ij}) \rho_i \frac{1}{|z_i - z_j|} \theta \left( \frac{z_i - z_j}{|z_i - z_j|} \right) \right)
\]

where \(\langle ... \rangle\) denotes the ensemble average, \(I\) is the unit tensor, \(k_B T\) is the thermal energy, \(\rho(z) = \rho_i / \Delta z\) denotes the density computed for a slab at \(z\), \(A_N \equiv L_x L_y\) is the surface area normal to the \(z\) axis, \(N\) is the number of particles, and \(z_{ij}\) is the distance between two molecular centers of mass. \(\alpha\) and \(\beta\) represent the \(x\), \(y\), and \(z\) directions. \(\theta(x)\) is the unit step function defined by \(\theta(x) = 0\) when \(x < 0\) and \(\theta(x) = 1\) when \(x \geq 0\). \(F_{ij}\) in eq 7 is the intermolecular force between molecules \(i\) and \(j\). It is expressed as the sum of all the site–site forces acting between these two molecules:\(^{39,40}\)

\[
F_{ij} = \sum_{a=1}^{N_i} \sum_{b=1}^{N_j} (f_{abj}) - \sum_{a=1}^{N_i} \sum_{b=1}^{N_j} r_{abj} dU(r_{abj})
\]

For the spherically symmetric CG potential, the normal and tangential components of the pressure tensor can be directly computed from the simplified equations:\(^{39,40}\)

\[
p_N(z) = \langle \rho(z) \rangle k_B T - \frac{1}{V_s} \left( \sum_{y} \frac{z_y^2}{r_y} dU(r_{yz}) \right)
\]

\[
p_T(z) = \langle \rho(z) \rangle k_B T - \frac{1}{V_s} \left( \sum_{y} \frac{z_y^2 + y_y^2}{2r_y} dU(r_{yz}) \right)
\]

where \(V_s = L_x L_y \Delta z\) denotes the slab volume.

Density profiles calculated from both atomistic and CG simulations were fitted to the following functions:\(^{39,40}\)

\[
\rho(z) = \frac{1}{2}(\rho_b + \rho_v) - \frac{1}{2}(\rho_b - \rho_v) \tanh \left[ \frac{2(z - z_0)}{d} \right]
\]

\[
\rho(z) = \frac{1}{2}(\rho_b + \rho_v) - \frac{1}{2}(\rho_b - \rho_v) \text{erf} \left[ \frac{\sqrt{\pi} \cdot (z - z_0)}{d} \right]
\]

where the fitting parameter \(\rho_b\) is the bulk liquid density, \(\rho_v\) is the bulk vapor density, \(z_0\) is the position of the Gibbs dividing surface, and \(d\) denotes the average thickness of the liquid–vapor interface.

### III. Results and Discussion

At the beginning of this section, we want to emphasize that we will consider the agreement between the spectrum of equilibrium properties computed in atomistic and CG simulations of selected fluids.

We begin a discussion of the results by considering atomistic and CG simulations of molecular hydrogen, carbon dioxide, benzene, toluene, and acetone at 1 bar and 298 K, as is presented in Table I. We start the analysis of the thermodynamic properties computed for molecular hydrogen at 298 K and 1 bar. As could be expected, CG of molecular hydrogen by the spherically symmetric CG potential is a very effective method (see Figures 1S–8S in the Supporting Information). At the studied point of the phase diagram, molecular hydrogen molecules behave as low-density gas of noninteracting particles. Due to small molecular mass and frequent rotations, hydrogen dumbbell-shaped molecules behave as spherical particles interacting via isotropic potential. Indeed, the isotropic Silvera–Goldman potential for para-hydrogen has been successfully used for simulations of molecular hydrogen under various operating conditions.\(^ {34–47}\)

Now we would like to consider CG of liquid carbon dioxide. Table I shows that the optimal spherically symmetric CG potential slightly overestimates density and significantly underestimates isobaric heat capacity computed from atomistic simulations. What is more interesting, all studied CG potentials significantly washed out the spectrum of fluctuations in atomistic carbon dioxide (see Figures 5S–8S in the Supporting Information). We argue that the observed disagreement is not associated with the CG method used here, but it results from inadequacy of any spherically symmetric potential. Notice that the studied operating temperature is very close to the liquid–gas critical one for carbon dioxide, i.e., 304.3 K. Isotropic CG potential is in principle not able to reproduce a broad range of fluctuations expected near critical temperature, as is shown in
The observation is not limited to phase transitions in simple fluids, but the same effect is expected for other phenomena affected by a broad spectrum of fluctuations, such as helix-coil transition in proteins, etc. Therefore, the use of CG methods for a location of the phase transitions cannot be precise.

Now, we would like to discuss the influence of the CG method on the equilibrium properties of aprotic benzene liquid at 298 K and 1 bar. As other aprotic molecules, benzene ones are not able to form H-bonds by themselves. Figure 1 depicts the variation of the root-mean-square deviation (rmsd) for optimized average density and potential energy per bead with factor $C$ in eq 3. As we argued in our previous study, the rmsd minima for average density and potential energy per bead correspond to different CG potentials, as is displayed in Figure 2. Even for aprotic benzene molecules, it is not possible to simultaneously describe average potential energy per bead and density in CG simulations with high precision. In dense liquid, benzene molecules are not interacting via spherically symmetric interaction potential, which fundamentally limits the accuracy of any CG scheme. As expected, the CG potential optimized for average potential energy per bead is characterized by a deeper well-depth and wider attractive range. This increases both the heat of vaporization and the isobaric heat capacity computed in CG simulations (see Figure 1). To preserve the average density in atomic/CG simulations, one needs to reduce the well-depth and attractive range of the CG potential (see Figure 2). The optimal CG potential computed from eq 5 corresponds to $C = 1.35$. By construction, it balances the reproduction of an average potential...
energy per bead and density in CG simulations. However, what is more interesting, this CG potential minimizes deviations for the spectrum of equilibrium properties computed in CG and atomistic simulations of liquid benzene. Let us discuss this important feature in detail. Figure 3 displays radial distribution functions for liquid benzene computed from three CG potentials and atomistic simulation at 298 K and 1 bar. By construction, the CG potential optimized for average density reproduces the local structure of atomistic liquid benzene almost quantitatively. As the average energy per CG bead increases, the structure in radial distribution functions gradually increases. We found that at short and longer distances the packing of CG benzene beads is higher in comparison to atomistic ones. This results in a higher density of the CG beads, as is shown in Table 1. Figure 4 illustrates the impact of the CG potential on the probability distributions of the number of benzene molecules for the first solvation shell. As expected, the local structure of benzene liquid computed from CG potential optimized for average density is almost indistinguishable from that computed from atomistic simulations. At higher average energy per bead, the number of CG beads in the first solvation shell increases. This observation is consistent with the results presented in Figure 3 and Table 1. Figure 5 depicts distributions of total bonding energies for monomers in liquid benzene computed from CG and atomistic simulations at 298 K and 1 bar. In contrast to the reproduction of structure in CG simulations, we notice an opposite situation for energetic properties. By construction, CG potential optimized for average energy per bead reproduces the bonding energies in liquid benzene almost quantitatively (see Table 1 and Figure 5). Reproduction of average density in CG simulations results in gradual underestimation of bonding energies computed from atomistic simulations. This is accompanied by a large underestimation of heat of vaporization and isobaric heat capacity at the CG level, as is shown in Table 1. Taking into account results presented in Figures 3–5 and Table 1, we concluded that the CG potential constructed from eq 5 compromises the reproduction of studied equilibrium properties of liquid benzene in CG simulations. Here, we would like to stress that our theoretical results are general. They emphasize the deficiency of isotropic potential in description of atomistic molecules interacting via anisotropic potential. Now, we would like to test the CG potentials against more complex liquids, namely, acetone and methanol, at 298 K and 1 bar. As benzene, acetone molecules are aprotic, but methanol ones are protic with significant contribution of short-range directional H-bonds. Figure 6 shows the variation of rmsd
for optimized average density and potential energy per bead with factor $C$ in eq 3. The generic features of Figure 6 are similar to those observed in Figure 1. We notice two well-separated minima corresponding to different values of $C$ in eq 3. For both acetone and methanol, the rmsd corresponding to average density is minimal for low values of $C$. To preserve the average energy per bead in CG simulations, one needs to increase the well-depth and attractive range of the CG potential (see Figure 7). As for benzene, the optimal CG potential computed from eq 5 balances the reproduction of average density and energy per bead in CG simulations. Figure 8 displays radial distribution functions for liquid acetone and methanol computed from three CG potentials and atomistic simulation at 298 K and 1 bar. As previously, the CG potential optimized for average density reproduces the local structure of atomistic liquids almost quantitatively. As the average energy per CG bead increases, the structure in radial distribution functions gradually increases. The reader perhaps noticed that spherical beads tend to pack better than atomistic molecules. This results in higher density of the CG liquids in comparison to atomistic ones, as is presented in Table 1. Figure 9 illustrates an influence of CG potential on the distribution of acetone and methanol molecules for the first solvation shell. In contrast to liquid benzene, we found that an increase of factor $C$ in eq 3 leads to a significant shift of the histogram to larger values of nearest neighbors. Moreover, for methanol, all peaks are broader. Such a difference in the behavior of probability distribution for the first solvation shell is a simple consequence of short-range directional interactions between protic molecules. Indeed, packing of acetone beads is not as much affected by the CG process as packing of methanol beads. Distributions of total bonding energies for monomers in liquid acetone and methanol computed from CG simulations are significantly affected by the CG process. Decrease of the well-depth and the range of attraction in the CG potential leads to underestimated potential energy per bead in the CG simulations in comparison to atomistic ones. What is more interesting, we notice a significant reduction in dispersion of peak for CG methanol, as is displayed in Figure 10. This indicates that a broad range of fluctuations in atomistic liquid methanol cannot be reproduced by spherically

Figure 8. Radial distribution functions (mass-center-to-mass-center) for liquid acetone and methanol computed form CG (dashed lines) and atomistic (solid lines) simulation at 298 K and 1 bar. The bottom panel corresponds to the CG potential optimized for average potential energy per bead, whereas the middle panel corresponds to the CG potential optimized for average density. The upper optimal CG potential is computed from eq 5 for $w = 0.5$.

Figure 9. Probability distributions of the number of acetone and methanol molecules for the first solvation shell computed form CG (dashed lines) and atomistic (solid lines) simulation of liquid benzene at 298 K and 1 bar. The bottom panel corresponds to the CG potential optimized for average potential energy per bead, whereas the middle panel corresponds to the CG potential optimized for average density. The upper optimal CG potential is computed from eq 5 for $w = 0.5$. 
symmetric CG potential. As a result, the isobaric heat capacity for protic liquids, such as methanol, is significantly underestimated (see Table 1). Here, we want to stress that any other CG method based on isotropic potential cannot reproduce the broad range of fluctuations expected for atomistic protic liquids. The presented CG method with function given by eq 5 is designed to reproduce the generic behavior (i.e., spectrum of thermodynamic and structural properties) of atomistic molecules by isotropic CG beads. As we have shown, this can be successfully achieved for low-density fluids or aprotic liquids, because the contribution from the short-range direction-dependent interactions is negligible. For protic liquids, any simple isotropic CG potential leads to a low resolution model. However, as we presented here, it is

![Graphs](image1)

**Figure 10.** Distributions of total bonding energies for monomers in liquid acetone and methanol computed from CG (dashed lines) and atomistic (solid lines) simulation at 298 K and 1 bar. The bottom panel corresponds to the CG potential optimized for average potential energy per bead, whereas the middle panel corresponds to the CG potential optimized for density. The upper optimal CG potential is computed from eq 5 for \( w = 0.5 \).

![Graphs](image2)

**Figure 11.** Pressure tensor and density profiles along the vapor–liquid interface computed for benzene (filled stars) at 298 K and 1 bar. Abbreviations: filled stars correspond to full atomistic simulations, open triangles correspond to the CG potential optimized for density, open squares correspond to the CG potential optimized for average potential energy per bead, and open circles correspond to the optimal CG potential computed from eq 5 for \( w = 0.5 \). All density profiles obtained from our simulations were fitted using the hyperbolic tangent function (solid lines).

<table>
<thead>
<tr>
<th>molecule</th>
<th>parameter</th>
<th>atomistic simulation</th>
<th>CG (density) simulation</th>
<th>CG (op) simulation</th>
<th>CG (energy) simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>benzene</td>
<td>( \gamma ) (dyn/cm)</td>
<td>32.9 ± 1.6</td>
<td>25.6 ± 0.4</td>
<td>32.0 ± 0.7</td>
<td>37.4 ± 1.5</td>
</tr>
<tr>
<td></td>
<td>( d ) (Å)</td>
<td>6.6 (7.0)</td>
<td>7.6 (8.1)</td>
<td>6.7 (7.1)</td>
<td>5.7 (6.0)</td>
</tr>
<tr>
<td></td>
<td>( \rho_l ) (g/cm(^3))</td>
<td>0.85 (0.85)</td>
<td>0.84 (0.84)</td>
<td>0.86 (0.86)</td>
<td>0.87 (0.87)</td>
</tr>
<tr>
<td></td>
<td>( \rho_v ) (g/cm(^3))</td>
<td>( 1.6 \times 10^{-4} ) (( 6.3 \times 10^{-4} ))</td>
<td>0.0 (( 1.5 \times 10^{-4} ))</td>
<td>0.0 (0.0)</td>
<td>0.0 (0.0)</td>
</tr>
</tbody>
</table>

*Three CG potentials were studied: CG(density) - CG potential optimized for average density, CG(op) - optimal CG potential computed from eq 5 for \( w = 0.5 \), and CG(energy) - CG potential optimized for average potential energy per bead. Abbreviations: \( \gamma \) - surface tension, \( d \) - average thickness of the liquid—vapor interface, \( \rho_l \) - bulk liquid density, and \( \rho_v \) - bulk vapor density. All properties in parentheses were computed from eq 12, whereas the other properties, from eq 11.*
possible to define an optimal CG potential that minimizes the differences between various equilibrium properties of atomistic liquids and isotropic CG beads.

Finally, we want to discuss an impact of CG potential on the vapor—liquid equilibrium of model aprotic liquid, i.e., benzene at 298 K. Because of the low contribution from short-range directional interactions in atomistic benzene liquid, we would expect that isotropic CG beads are able to approximate its properties in the vapor—liquid interfacial region. Further, we notice that our aim is to predict the interfacial properties of benzene from CG of pure liquid benzene molecules at 298 K. Table 2 and Figure 11 illustrate the impact of the CG potential on the interfacial properties computed from atomistic and CG simulations. We have found significant variation of interfacial properties, such as surface tension and thickness of the interface with factor C in eq 3. As C increases, the value of the surface tension increases, but the thickness of the interfacial layer decreases. Not surprisingly, the increase of the CG potential well-depth and attraction range (i.e., cohesive energy in CG liquids) lead to higher values of surface tension and progressive shirking of interfacial layer thickness. That is why the density profile is the steepest and the values of the pressure tensor through the vapor—liquid interface are the highest for the CG potential optimized for average potential energy per bead (see Figure 11). Interestingly, the optimal CG potential computed from eq 5 approximates the interfacial properties computed directly from atomistic simulations of vapor—liquid benzene coexistence reasonably well. Thus, we conclude that, for aprotic liquids, the interfacial properties computed from atomic simulations can be successfully reproduced by the spherically symmetric isotropic CG potential. Nevertheless, we want to point out that both the surface tension and the interfacial layer thickness are very sensitive to the details of the CG potential. Further investigation of our CG method for more complex interfacial systems will be a subject of future works.

IV. CONCLUSIONS

We studied the inherent loss of atomistic information in CG simulations of selected fluids, e.g., molecular hydrogen, carbon dioxide, benzene, toluene, acetone, acetamide, and methanol, under normal conditions. For this purpose, we optimized the CG potential that balances the reproduction of various equilibrium properties (i.e., structural and thermodynamic) at the CG level. We show that inherent loss of atomistic information in CG simulations correlates with the contribution from short-range directional interactions. This explains the effective CG of molecular hydrogen and carbon dioxide and significant loss of microscopic details in CG simulations of the studied protic liquids near ambient conditions. For aprotic liquids, we find that balance between the average potential energy per bead (i.e., strength of attractive potential) and correlations in liquid (i.e., radial distribution function) leads to reasonable results.
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