New approach to determination of surface heterogeneity of adsorbents and catalysts from the temperature programmed desorption (TPD) technique: One step beyond the condensation approximation (CA) method
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Abstract

Recovery of the desorption activation energy distribution from the experimental temperature programmed desorption (TPD) spectra is among the most difficult problems of adsorption science. Since the heterogeneity effects strongly influence on transport, diffusion, and catalytic reaction time, the estimation of their magnitude is very important for practical purposes. Up to the present, several theories have been used for the interpretation of the TPD results. Almost all advanced theoretical approaches take into account the effect of surface disorder (heterogeneity in desorption activation energy); however, they ignore the numerical difficulties coming from the “ill-posed” character of the linear Fredholm integral equations appearing in the theoretical description of the TPD results. Thus, there is a growing interest in developing novel methods supported by powerful numerical algorithms taking this into account. In the current study we propose a new approach and consider the theoretical aspect as well as numerical problems appearing in the TPD analysis. Our modeling is based on the well-known and generally accepted “absolute rate theory,” which has been used extensively for the interpretation of TPD results. We propose and verify (applying computer simulations) the new advanced numerical hybrid type algorithms taking into account the heterogeneity effects. They seem to be very promising in TPD spectra analysis. The stability of the proposed advanced numerical methods is confirmed by the computer simulation experiments, and the results are compared with those obtained from the condensation approximation (CA) method.
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1. Introduction

Temperature-programmed desorption (TPD) techniques are important methods for the determination of the kinetics and thermodynamic parameters of desorption processes or decomposition reactions [1–4]. In a TPD experiment a sample is heated with a linear temperature increase and the partial pressures of desorbed molecules evolving from the sample are measured, usually by gas chromatography or mass spectrometry (Fig. 1). This is a simple view of much more complicated real processes associated with the TPD experiment. In reality the interpretation of the TPD spectrum (i.e., the desorption profile) is very difficult since diffusion and readsorption effects may influence the observed rate of desorption [5,6]. Moreover, most real systems are energetically heterogeneous and therefore they show a very complex TPD spectrum characterized by multiple peaks and shoulders [7]. These peaks are ascribed to various sites characterized by different activation energies for desorption. Obviously, heterogeneity effects are very important for practical
application of adsorbents, catalysts, and other materials [8]. In other words, it is important to obtain information about the strength and the composition of adsorption sites distributed on real solid surfaces [9]. So far, almost all theoretical studies of TPD have been based on the absolute rate theory (ART); however, the ART formulation for real existing more or less heterogeneous surfaces leads to a very difficult problem known in the literature as the “ill-posed” one [10–14]. Moreover, contrary to classical adsorption equilibrium theory, the TPD theory is more complicated since we have no explicit formula describing the rate of desorption from a homogeneous patch of a surface. Consequently, a theoretical development with advanced numerical algorithms should be proposed for the proper interpretation of the TPD results. Recently, Rudziński and co-workers [15] concluded that the so-called simplified condensation approximation (CA) methods, usually used on the ground of adsorption equilibrium theory, are in practice the only approximation methods leading to stable evaluation of the desorption activation energy from the TPD spectrum. It will be shown below that the CA gives only a general view of the real desorption activation energy and CA-type methods seem to be perfect as an initial approximation (i.e., trial function). It can be mentioned here that the CA method is often applied as the starting one in some advanced numerical algorithms [16,17] (for example in the HILDA algorithm) to evaluate the initial energy distribution function from the adsorption data.

It was established that ART does not explicitly give the coverage and temperature dependence necessary to predict TPD spectra in several systems. Thus an alternative model called statistical rate theory (SRT) was formulated [7, 18–21]. This theory was successfully developed mainly by Rudziński and Pańczyk [20,22]. Moreover the ART was criticized by Rudziński and Pańczyk [23], who showed, based on data on kinetics of CO₂ adsorption on scandia, that some of the ART parameters always exhibit a nonphysical meaning. On the other hand, different authors still prefer ART and this theory is still being developed [24–26]. Thus, in the present study we limit our considerations to the ART due to its simplicity.

Consequently, we propose a theoretical background and numerical algorithms for the proper estimation of desorption activation energy from TPD experiments. By analogy, in the developed algorithms the desorption activation energy obtained by means of the CA method is used as an initial approximation of the real one. Next, the real desorption activation energy is obtained from the Tikhonov’s iterative regularization method (TIRM) [27–31] and from the weighted successive substitution algorithm (WSSA) [17–22]. The validity of the proposed theoretical approaches and numerical algorithms is confirmed by the simulation experiments. The proposed theoretical background, as well as the numerical hybrid-type methods, seem to be very excellent in the analysis of real surface heterogeneity by means of TPD experiments.

2. Problem formulation

According to the absolute rate theory (ART), the change of the surface coverage with time can be described as follows [32,33]:

\[
\frac{d\theta(t)}{dt} = \Omega_a - \Omega_d = A_a(\theta)p(1 - \theta)^n \exp[-E_a/RT] - A_d(\theta)\theta^n \exp[-E_d/RT].
\]  

(1)

Here the first term describes the adsorption whereas the second describes the desorption rates. Both the adsorption and desorption preexponential factors (i.e., \(A_a(\theta)\), \(A_d(\theta)\), respectively) should be surface-coverage-dependent [34]. However, such dependence is not known exactly and probably its real formula is not simple. In Eq. (1) \(T\) is the temperature, \(p\) is the bulk pressure, \(R\) is the universal gas constant, and \(n\) denotes the number of adsorption sites in an elementary adsorption/desorption process. In other words, \(n\) describes the order of Eq. (1). As usual, \(n = 1\) (i.e., one molecule occupies one adsorption site), at equilibrium \(d\theta(t)/dt = 0\), and Eq. (1) with the assumption that \(A_d(\theta) \equiv A_d\) and \(A_a(\theta) \equiv A_a\) leads to the classical Langmuir isotherm [35]. Clearly, it is possible to introduce lateral interactions between adsorbed molecules by (for example) the Bragg–Williams approximation; however, in practice it is rather difficult to estimate the nearest-neighbor interaction energy [36,37]. For this reason Eq. (1) is usually assumed by the simplest Langmuir approximation.

Let us next assume that readsorption can be neglected and as a result the first term in Eq. (1) tends to zero:

\[A_a(\theta)p(1 - \theta)^n \exp[-E_a/RT] \approx 0.\]  

(2)

Moreover, as in the majority of papers dealing with the TPD results, we assume that the preexponential desorption factor slightly depends on the surface coverage and can be approximated by a constant value, \(A_d(\theta) \equiv A\) [38]. Finally, we are introducing a linear increasing of desorption temperature, \(T = T_0 + \beta t\), and we transform Eq. (1) to the following final form:

\[\frac{d\theta(T)}{dT} = -\frac{A}{\beta}\theta^n \exp(-E_d/RT).\]  

(3)

The nonlinear first-order differential equation given by Eq. (3) is known as the Polanyi–Wigner expression [39–41].
It has been frequently used for the description of the kinetics of thermodesorption from real solid surfaces [42–44].

It seems clear that Eq. (3) can be used only for the case of homogeneous surfaces. For real more or less heterogeneous surfaces the problem of the proper description of the kinetics of thermodesorption is more complicated [45,46]. Various methods have been applied for this purpose and they are commonly known as a “classical integral theory of adsorption” [17,47,48].

Let us assume that adsorption is localized. Additionally, we assume that all adsorption centers are grouped into non-interacting patches, each with the other “patches” (i.e., the “patch” model of a solid surface is assumed; see Fig. 1) [49]. Based on such assumption Eq. (3) should be treated as the kernel of the linear Fredholm integral equation of the first kind given by [10,50–52]

$$- \frac{d \theta(T)}{dT} = \int \frac{A}{\beta} \exp(-E_d/RT) \chi(E_d) dE_d. \tag{4}$$

Here $\mathcal{S}(E_d) \in [E_{d,\min}, E_{d,\max}]$ denotes the physical region of $E_d$ changing. The extension of the integration range to unphysical values is only a mathematical simplification, however; in real investigations it can lead to unexpected results characterized by some systematic errors [53–56].

From the physical point of view the differential distribution of adsorption sites $\chi(E_d)$ among corresponding values of the desorption energy $E_d$ should be normalized, positive, and defined for the whole $\mathcal{S}(E_d) \in [E_{d,\min}, E_{d,\max}]$; thus [57,58]

$$\forall E_d : \chi(E_d) \geq 0, \quad (5)$$

$$\int \chi(E_d) = 1. \quad (5a)$$

The problem defined by Eq. (4), i.e., the inversion of the linear Fredholm integral equation of the first kind, is not trivial and belongs to the well-known “ill-posed” theory [59,60]. Moreover, the kernel in Eq. (4) is not given explicitly. The numerical methods such as the Euler (first-order Runge–Kutta) scheme, the second-order Runge–Kutta scheme, or the fourth-order Runge–Kutta scheme can be used for the evaluation of the Eq. (4) kernel [61]. It is worth emphasizing that all mentioned schemes are characterized by different stability and they always introduce some errors into the calculation results. As the result the inversion of Eq. (4) seems to be more difficult. However, as we show below, for some assumptions the explicit form of the Eq. (4) kernel can be obtained.

For the proper solution of ill-posed problems some special projected advanced numerical algorithms should be used. Among them Tikhonov’s regularization is the most widespread and powerful [62–65]. Moreover, Eq. (4) can be simplified and solved by the so-called condensation approximation method (CA) [66]. However, the last method replaces the kernel in Eq. (4) with an unphysical step function. As a result the mathematical problem is redefined, since the Fredholm-type integral equation is replaced by the Volterra one. From the Leibniz rule we can solve the Volterra type integral equation by differentiation [67]. Although this approach seems to be very simple and attractive one should remember that $\chi(E_d)$ obtained by means of the CA method can be regarded only as an approximation.

In the current study we propose two original advanced numerical algorithms based on the CA (initial approximation of $\chi(E_d)$) as well as on the iterative version of Tikhonov’s zero-order regularization method and weighted successive substitution algorithm. Applying the numerical simulations we prove that the proposed algorithms can be used for the proper estimation of $\chi(E_d)$ from real noisy data with or without the nonnegativity constraint [68].

3. Numerical treatment

Let us assume that the desorption TPD obeys Langmuir behavior; i.e., $n = 1$. Thus the final linear Fredholm integral equation can be written as

$$- \frac{d \theta(T)}{dT} = \int \frac{A}{\beta} \exp(-E_d/RT) \chi(E_d) dE_d. \tag{6}$$

It should be mentioned, that Eq. (6) is strongly simplified, compared to Eq. (1) (we assume that $A$ is a constant, $n = 1$, and the first term is equal to zero). As a whole these assumptions restrict the use of the proposed approach because many desorption processes are not monomolecular, $A$ is a function of temperature, and readsorption can play an important role in the TPD experiment if vacuum is not high. However, our approach is valid for a narrow TPD peak (desorption vs temperature) and for desorption of intact molecules.

Obviously the kernel in Eq. (6) (as we mentioned above) can be calculated by the different Runge–Kutta schemes; however, if we take under consideration the “ill-posed” character of Eq. (6) it seems not to be a good solution. It is easy to show that the well-known and the most accurate fourth-order Runge–Kutta scheme generates unstable results for $\theta \leq 0.001$. Obviously, it is connected with the numerical stability of the Runge–Kutta type methods. For such small values of the surface coverage the algorithm should automatically substitute zero.

Here we propose a different approach similar to that proposed by Bogillo and Shkilev (BS) [69]. Contrary to the BS approach (i.e., $\mathcal{S}(E_d) \in (0, \infty)$) we assume that the integration range in Eq. (6) is finite; i.e., $\mathcal{S}(E_d) \in [E_{d,\min}, E_{d,\max}]$.

Clearly, we can integrate the kernel in Eq. (6) and obtain

$$\ln(\theta) - \ln(\theta_0) = - \frac{A}{\beta} \int_{T_0}^T \exp(-E/RT') dT'.$$  

$$\tag{7}$$
Equation (7) can be integrated analytically and the final result is given by
\[ \theta = \theta_0 \exp \left[ \frac{AE_d}{\beta R} I(x_{\text{max}}, x_{\text{min}}) \right]. \]  
where the integration boundaries are given by
\[ x_{\text{min}} = E_d, \min/(RT_0), \]
\[ x_{\text{max}} = E_d, \max/(RT). \]
The remaining functions appearing in Eq. (8) are defined as follows:
\[ I = \int_{x_{\text{min}}}^{x_{\text{max}}} \frac{\exp(-x)}{x^2} \, dx \]
\[ = \frac{\exp(-x_{\text{min}})}{x_{\text{min}}} - \frac{\exp(-x_{\text{max}})}{x_{\text{max}}} + E(-x_{\text{min}}) - E(-x_{\text{max}}). \]

Here the exponential integral can be obtained by the numerical integration scheme:
\[ E(z) = -\int_{-\infty}^{\infty} \frac{\exp(-t)}{t} \, dt. \]

Equation (11) can be also solved by different methods.

Summing up, we obtain the explicit formula, i.e., Eq. (8), describing the kernel in Eq. (6). Obviously, the numerical integration of Eq. (11) is much more accurate and faster than the solution of the first-order nonlinear differential equation by Runge–Kutta type methods. This result is very important if we take into account that finally we want to solve the “ill-posed problem” defined by Eq. (6). Without any doubt, introduced errors in the kernel computation cause the increasing instability of the inversion of Eq. (6).

Up till now, we have developed the numerical recipes used for the computation of the Eq. (6) kernel. However, our final destination is to estimate the desorption energy distribution, \( \chi(E_d) \), from the real noisy TPD data (i.e., the right-hand side, \(-d\theta(T)/dT\), of Eq. (6)), by inversion of the linear Fredholm integral equation of the first kind given by Eq. (6). For this (the most important and difficult) purpose we developed two algorithms based on the advanced numerical methods. The first one is a combination of the CA and TIRM [70]. The second one is a combination of the CA and WSSA [71]. In the proposed algorithms the kernel in Eq. (6) can be calculated by the developed Eq. (8) or by different Runge–Kutta approximation schemes.

3.1. The CA method

The CA approach was introduced by Roginsky and used for the calculation of the adsorption energy distribution function from the single gas adsorption isotherm measured at subcritical conditions [72]. This approach is characterized by two main advantages; it gives stable results characterized by numerical simplicity.

In the proposed new algorithms we use the CA method for the evaluation of the first approximation of the real desorption activation energy distribution. It is hard to agree with the concept that the simple CA method can reproduce the real TPD from Eq. (6). However, it seems to be a perfect “trial function” used as a starting point for further more sophisticated algorithms well known from the “ill-posed” theory.

In the TPD theory the CA method was described in detail by Bogillo and Shkilev (BS) [69]. Let us consider the BS development since is very important for our proposal.

From the basic TPD theory the relation between the desorption activation energy and maximum temperature is known and given by
\[ A \exp \left( -\frac{E_c}{RT} \right) = \frac{\beta E_c}{RT^2}. \]

Here \( E_c \equiv E_d \) for the condensation point when the patch of the surface is spontaneously filled in the step fashion.

We can transform Eq. (12) by a simple transformation
\[ \frac{E_c}{RT} = \ln \left( \frac{AT}{\beta} \right) - \ln \left( \frac{E_c}{RT} \right). \]
The distribution function \( \chi(E_c) \) can be derived from Eq. (14)
\[ \theta(T) = \int_{E_c}^{\infty} \chi(E_c) \, dE_c. \]

Obviously, from Eq. (14), it immediately follows that
\[ \frac{d\theta}{dT} = \frac{d\theta}{dT} \frac{dE_c}{dE_c} \frac{dE_c}{dT}. \]

Next, let us introduce the function \( F(T, E_c) \) such that
\[ F = \frac{E_c}{RT} - \ln \left( \frac{AT}{\beta} \right) + \ln \left( \frac{E_c}{RT} \right). \]
The partial derivatives of this function with respect to \( T \) and \( E_c \) can be written as
\[ \frac{\partial F}{\partial T} = -\frac{E_c}{RT^2} - \frac{2}{T} \quad \text{and} \quad \frac{\partial F}{\partial E_c} = \frac{1}{RT} + \frac{1}{E_c}. \]

Thus
\[ \frac{dT}{dE_c} = -\frac{\frac{\partial E_c}{\partial T}}{\frac{\partial F}{\partial E_c}} = \frac{1}{RT^2} + \frac{1}{E_c} = \frac{E_c + RT}{E_c - RT E_c + 2RT}. \]

One can substitute \( E_c/RT = x \). The derivative of \( T \) with respect to \( E_c \) can be written as
\[ \frac{dT}{dE_c} = \frac{1 + x}{R(2x + x^2)}. \]

One can calculate the function \( \chi(E_c) \) from the single TPD spectrum (i.e., from the dependence of \( d\theta/dT \) on \( T \)) in a very simple way, solving Eqs. (13) and (15).
Here we want to emphasize that the CA method always generates broader peaks than the real ones [73]. Moreover, when the peaks lie very close each to the other the CA method can detect the single peak [74]. On the other hand, the CA method always generates the TDP peaks in the correct desorption activation energy range and the general character of the heterogeneity effect is well predicted [47].

3.2. Tikhonov’s iterative regularization method (TIRM)

The regularization type methods mathematically formulated by Tikhonov are the most powerful class of methods used on the ground of the “ill-posed” theory [29]. First, one can rewrite Eq. (6) in the operator form by the general method

\[ Kx = y. \]

Here the matrix \( K \in \mathbb{R}^{mn} \), \( m \geq n \), is the result of a kernel transformation by some quadrature, \( y \in \mathbb{R}^n \) is the right-hand side given by the experiment, and \( x \in \mathbb{R}^n \) is our unknown vector.

Unfortunately, Eq. (20) cannot be definitely solved by a simple elimination or by other similar numerical algorithms since the matrix \( K \) is ill-conditioned (i.e., its condition number is very high) [27].

For these types of problems the regularized minimization smoothing functional (or Tikhonov’s functional) should be introduced,

\[ x_\lambda = \min \{ \| Kx - y \|_2^2 + \lambda \| Lx \|_2^2 \}, \]

(21)

where \( \| \cdot \|_2 \) denotes 2-norm of vector \( \cdot \), \( \lambda \) is a positive number, usually called the Lagrange multiplier or the regularization parameter controlling the degree of regularization. The operator \( L \) introduces the “static penalty” if \( x \) behaves undesirably. The simple choice is to let \( L \) be the identity matrix and hereby the regularization restricts the norm of \( x \). Such a variant of regularization method is commonly known as a smoothing functional with zero-order stabilizing term.

It is easy to show that the solution of Eq. (21) leads to

\[ x_\lambda = (K^*K + \lambda I)^{-1}K^*y, \]

(22)

where \( * \) denotes the transpose operation, \( I \) denotes the identity matrix, and \( \lambda > 0 \).

The real art of regularization lays in the proper selection of the regularization parameter \( \lambda \) [75]. Different methods have been proposed for the solution of this key problem; however, none of them can be treated as a general method. For this reason the scientists pay more attention to the iterative form of Eq. (22).

From the basic Tikhonov theory it is known that an alternative solution of Eq. (22) is given by [70]

\[ K^*y + \lambda \xi = A^*A + \lambda I, \]

(23)

where \( \lambda \) is arbitrarily chosen but relatively high value, say \( \lambda = 10 \), and \( \xi \in \mathbb{R}^m \) is our initial approximation of the unknown vector \( y \). Obviously, knowing these quantities we can solve Eq. (23) by the simple elimination algorithm or others, and as a result we obtain \( y \) from the initial guess, \( \xi \). At the next step we substitute \( \xi = y \). The described iteration scheme is repeated \( M \) times. In practice, we start with an oversmoothed solution since \( \lambda = 10 \). During each iteration the solution rapidly changes and starts to approximate the real one precisely. Evidently, the number of iterations, \( M \), can be treated as a regularization parameter. Consequently, the main difficulty here is connected with the proper selection of \( M \), whereas this iteration scheme has some advantages compared with the classical regularization algorithm given by Eq. (22). We start with the initial guess which can be very close to the real unknown vector \( y \). Our initial matrix is stable since \( \lambda \) is selected to be relatively high. The introduction of other constraints such as nonnegativity is very simple. We can control the iteration progress and changes in our solution in a very simple manner. As we show below the number of iterations, \( M \), can be efficiently determined because it does not influence drastically on the final results. All mentioned above advantages of the iterative regularization method with the CA initial guess seem to be very suitable for the solution of the “ill-posed” problem defined by Eq. (6).

3.3. Weighted successive substitution algorithm (WSSA)

It is commonly known that regularization type methods are very useful in the field of the “ill-posed” problems. Moreover, other methods can be proposed for the solution of the concrete problem (here Eq. (6)). Since we have a good approximation given by the CA method, the WSSA method seems to be a very suitable algorithm for the proper solution of Eq. (6). The idea introduced in the WSSA algorithm is very simple. It is a successive improvement of the initial guess obtained by means of the CA. However, the theory of “ill-posed” problems indicates that the improvement should be performed very carefully.

Here we propose the simplest scheme. At first the stochastic hill-climbing procedure [75–80] is used for the creation of the new guess for \( y \) from the previous one (in the first iteration from the initial guess \( \xi \)). If the obtained new guess for \( y \) leads to the reduction of the measure of error between model and experimental data (i.e., sum of squared deviations or other), the new estimation for \( y \) is given by [31,71]

\[ y^{j+1} = \omega y^j + (1 - \omega)y^j, \]

(24)

where \( j \) denotes iteration, and \( \omega \) determines the relative weight of the old and new generations. The optimal value for \( \omega \) can be found from the numerical experiments. The final number of iterations should be defined by the user, obviously, it can be found from the numerical experiments as well. What is the main advantage of Eq. (24)? Clearly, controlling the progress in improving the initial guess by a weighted scheme (given by Eq. (24)), we perform some kind of regularization, since we do not allow the model to...
approach very close to the experimental data. Moreover, addition of constraints such as nonnegativity to Eq. (24) is very simple. As we show below, the proposed WSSA algorithm can be successfully applied for solving Eq. (6); however, the control of the constraints is more difficult than in the TIRM.

4. Simulation results and discussion

In the current section some results from the numerical experiments are used for the investigation of the stability of the two (above described) advanced numerical algorithms. As usual, the initial theoretical data were generated on the basis of an assumed desorption activation energy distribution function, i.e., $\chi(E_d)$ in Eq. (6), and other required parameters. Next, to the obtained right-hand sides in Eq. (6), different amounts of the Gaussian noise were added. Obviously, input data prepared in this way imitate the experimental ones.

For the proper representation of $\chi(E_d)$ we used several multimodal distribution functions. All were normalized to unity in the defined range of $E_d$ change.

The first function can be used for imitation of the multimodal Gaussian bells and it can be written as

$$\chi(E_d) = \sum_{i=1}^{N} \frac{w_i \Pi_i}{\cosh[(E_d - \bar{E}_i)\delta_i]} ,$$

where the normalization condition holds, i.e., $\sum_{i=1}^{N} w_i = 1$, $N$ is the number of TPD peaks, $w_i$ determines the weight of the $i$th base function, $\bar{E}_i$ denotes the position of the $i$th function maximum, and $\delta_i$ controls the width of the $i$th function. Clearly $\Pi_i$ is given by

$$\Pi_i = \left(\frac{2}{\delta_i}\right) \left\{ \arctg(\exp(\delta_i E_{d,i}^{\text{max}} - \bar{E}_i)) - \arctg(\exp(\delta_i E_{d,i}^{\text{min}} - \bar{E}_i)) \right\}.$$

Here $E_{d,i}^{\text{min}}$ and $E_{d,i}^{\text{max}}$ are the lower and upper activation desorption energies, respectively. The function given by Eq. (25) is very flexible and simple.

The second pseudo-function is modeled by the multimodal uniform distribution and can be written in general form as

$$\chi(E_d) = \sum_{i=1}^{N} \frac{w_i E_d}{E_{d,i}^{\text{max}} - E_{d,i}^{\text{min}}} .$$

Here the normalization condition, as well as all quantities, is the same as in the case of the first function.

The third function is the lognormal multimodal distribution similar to that introduced by Papenhuijzen and Koopal [81]:

$$\chi(E_d) = \sum_{i=1}^{N} \frac{w_i \sqrt{\alpha_i \pi}}{E_i \exp[1/(4\alpha_i)]} \exp\left[-\alpha_i \left(\ln(E_d/\bar{E}_i)\right)^2\right] .$$

As previously, $\sum_{i=1}^{N} w_i = 1$, $N$ is the number of TPD peaks, $\bar{E}_i$ denotes the position of the $i$th function maximum, and $\alpha_i$ is a measure of the $i$th function width.

The last introduced function is the well-known bimodal Gaussian one given by the following formula:

$$\chi(E_d) = \frac{1}{\sqrt{\pi}} \left[ \frac{w_1}{\sqrt{\beta_1}} + \frac{w_2}{\sqrt{\beta_2}} \right]^{-1} \left\{ w_1 \exp[-\beta_1 (E_d - \bar{E}_1)^2] + w_2 \exp[-\beta_2 (E_d - \bar{E}_2)^2] \right\} .$$

Obviously, the normalization condition holds; i.e., $w_2 = 1 - w_1$; $\beta_i$, $i = 1, 2$, is a measure of the single Gaussian bell width, and $\bar{E}_i$, $i = 1, 2$ is the position of the $i$th maximum.

In all computer experiments we use the same procedure. First we assume arbitrarily the heating rate constant $\beta = 2 \text{ K min}^{-1}$ and the preexponential factor $A = 10^6 \text{ min}^{-1}$. Here we want to mention that such values of the parameters are close to the experimental ones. Second, the simulated TPD profiles were obtained from Eq. (6) and applying one of the assumed activation desorption energy distributions (i.e., chosen from Eqs. (25)–(29)). Next, to the pure synthetic TPD profiles some measure of the Gaussian errors was added to imitate the experimental ones. Here, we assume that the absolute mean error, as a percentage given by

$$\varepsilon = \frac{100 |\Theta_{\text{exp}} - \Theta_{\text{noisy}}|}{M} \cdot$$

is equal to $\varepsilon = 6$. Here, $\Theta_{\text{exp}}$ denotes the pure generated data, and $\Theta_{\text{noisy}}$ are the noisy ones. Obviously, the added error was scaled to the value of $\Theta_{\text{exp}}$. It is worth emphasizing, that such added error is sufficiently high to imitate the real TPD experiments.

In Figs. 2 and 3 we present the proposed advanced numerical algorithms in action. At first, it is rather obvious that the simplified CA approach cannot be used for the estimation of the activation desorption energy distribution from the real noisy data. One should note that the CA always produces broader peaks (i.e., oversmoothed), suggesting higher heterogeneity effect then the real one is. However, the CA seems to be the perfect method for generating an initial approximation (i.e., trial function) for the unknown $\chi(E_d)$. As one can observe from Figs. 2 and 3, the CA is characterized by three advantages. The first is the simplicity. The second is that the obtained $\chi(E_d)$ (by means of the CA method) is placed within the proper range of $E_d$ and the general picture is similar to the real one. The third advantage is that the CA is not sensitive to the value of the experimental errors (this is true only for relatively small errors—see below). What about the two remaining proposed algorithms? The TIRM works very well. Usually the small number of iterations leads to $\chi(E_d)$ being very close to the real one. Contrary to the simplified CA method, this type of regularization algorithm recovers the separated peaks well with intensity, position, and width close to the real ones. Like all regularization methods, the TIRM has a problem with discontinuous points. However, the assumption seems reasonable that nature produces
Fig. 2. Reconstruction of the TPD desorption activation energy distribution from noisy data. Left panel: black circles—noisy data; solid line—fitting by the TIRM algorithm; dashed line—fitting by the WSSA algorithm. Right panel: solid line—true \( \chi(E_d) \); dotted line—recovery by the CA method; black circles—recovery by the TIRM algorithm; open circles—recovery by the WSSA algorithm.

Fig. 3. The legend as in Fig. 2.
smoothed curves, without discontinuous points. Additionally, the TIRM algorithm is very stable; i.e., the increasing number of iterations slightly influences the $\chi(E_d)$ (Fig. 4). Based on the results of our experiments we recommend this method for the analysis of experimental data.

The WSSA algorithm also gives very good recovery of the original $\chi(E_d)$ from the noisy data. The obtained results are very similar to the TIRM ones (Figs. 2 and 3). Obviously, the number of iterations in the WSSA is very important and can be treated as a regularization parameter. From the performed computer experiments we can conclude that the small number of iterations in the WSSA is appropriate for the recovery of original $\chi(E_d)$ from the noisy data. If the number of iterations increases some additional artificial peaks can appear. Evidently, this is connected with the “ill-posed” character of the considered problem. In the WSSA we do not apply any additional stabilizing terms as in the TIRM. The stability is achieved by the controlled weighted scheme given by Eq. (24). So the WSSA can recover the original $\chi(E_d)$ very well; however, the control of the obtained results is more difficult than in the TRIM (Fig. 5).

Summing up, this algorithm should be used more carefully than the TRIM; however, as for the TRIM, the final results provide its power.

Finally we present two additional advantages of the proposed algorithms. Fig. 6 shows data imitating the TPD spectra measured with very large error (bi-Gaussian distribution—Eq. (29) was assumed). From the recovered data it is seen that in this case the results of the CA method are strongly disturbed by the measurement error, while the TRIM as well as WSSA average the error and the recovered distributions are smoothed. The results from Fig. 7 are also very important. In this case we assumed that the peaks generated by the imitation of the multimodal Gaussian distribution (Eqs. (25) and (26)) lie very close (value of the error similar to that for the data in Figs. 2 and 3 was assumed). This assumption leads to the single TPD peak. As mentioned above, for this case the CA method recovers only one peak (Fig. 7). The TRIM algorithm works slightly better than the WSSA, and both proposed methods cope very well with the recovery problem (three peaks are observed). The evolution of the results of both presented methods for this

---

**Fig. 4.** The contour plots displaying the stability of the proposed TIRM algorithm.
problem is shown in Fig. 8. The results of the CA method (one peak) are the initial ones for both proposed advanced algorithms. The CA approach shows the presence of a single peak; however, with the increasing number of iterations, subpeaks emerge as the result of the new methods proposed in this study.
Fig. 7. The reconstruction of the TPD desorption activation energy distribution from the noisy data. Left panel: black circles—noisy data; solid line—fitting by the TIRM algorithm; dashed line—fitting by the WSSA algorithm. Right panel: gray area—true $\chi(E_d)$; dotted line—recovery by the CA method; solid line—recovery by the TIRM algorithm; dashed line—recovery by the WSSA algorithm.

Fig. 8. The evolution of the solution obtained from the proposed algorithms with the progressing number of iterations. It is seen how from the initial distribution calculated by the CA method the assumed three-peak distribution emerges.

5. Conclusions

This paper shows the applicability of new procedures and related new algorithms for the study of the heterogeneity of adsorbents and catalysts. Basing on the ART theory we show how to solve the problem of recovering the distribution of the desorption energy. The power of the proposed methods and related new algorithms is demonstrated for series of simulated data disturbed by error, imitating experimental data. It seems that the TRIM method is the most powerful and hence it is recommended by us. The applicability of both algorithms for description of experimental data will be the subject of our future publications.
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